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ABSTRACT 

Machine learning is a high-level approach for any kinds of health care 

implementation in this real-world scenario. We need to implement machine 

learning methodologies to identify the best-predicted values related to the 

patients in their respected health condition and also need to analyze the 

previous health records. For that, we need to maintain a repository or the 

warehouse where we need to maintain digital data related to the patients and 

their treatment. For that in this article, we are proposing an application using 

which we can maintain the health records of the patients using a digital card 

which can be used only by the doctor, receptionist and the respected other 

departments in the hospital. We implemented this prediction methodology using 

the responsive web application and the remaining things like predictions and the 

statistical analysis with the advanced methodologies like machine learning and 

python. In this article, we impose some machine learning methodologies on our 

data and will find out the optimal solution for the process of treatment and the 

good maintenance of the digital records of the patients. The records we maintain 

will be in sequential order and there is a chance of modification of the data in 

further times on admin privileges. All these kind of information was stored in the 

form of application and we explained the procedure of machine learning usage in 

this application and the prediction models design and implementation. 

KEYWORDS: Machine Learning, Healthcare, Statistical Analysis, Prediction, 

Methodology. 

INTRODUCTION 

Machine learning is widely used technology in the 

field of science and technology and the rapid 

growth of the requirements of the people in their 

daily life improves the utilization of advanced 

technologies and they used to rule our daily life. 

Perhaps, consider medical industry. We need to 

identify the patient health information and in this 

kind of situation, we need an application which 

can monitor the patient’s health records from the 

client side and to the doctor's side. We need a 

proper channel to design application and have to 

maintain a model which can identify the 

predictions and insights of the data. 
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As a data scientist people look more into the 

insights of the data and the forms of data which 

we are gathering and the importance of 

maintaining every feature in our models. This 

paper will discuss the process of gathering 

information and also we need to identify the 

process of establishing a counter for data to get 

predicted. In this article, we are dealing with 

machine learning models like decision trees and 

random forest algorithms which are more likely 

to be used for different prediction models design 

and implementations. First of all, we need to 

identify them using some of the machine learning 

algorithms and maintain the accuracy rate using 

confusion matrix[1-5]. 

In this article the following things to be noted 

down for better research of this concept further. 

They are as follows: 

DATA COLLECTION 

We need to collect the data from some sources in 

our environment and in our circumstances. We 

need to create a repository which will be useful 

for maintaining the stability in gathering the 

information from other sources. In collection of 

information we may get noisy data and we need 

to remove them using pre-processing 

methodology. This process will maintain the 

stability and ambiguous information in the 

repository[6-9]. But the main question here is 

how to get the information from other sources 

and what are the sources. For this question, the 

answer will be in the next sub-section[10-12]. 

MEDICAL APPLICATION 

We created an application using full stack 

development for digital health records 

maintenance. For this we need to perform a 

survey on other things which are there related to 

the information gathering of the health records. 

In the literature review section we will explain 

the complete survey information we gathered 

and based on the base paper we considered we 

are designing a best way to maintain the health 

records in the digital format. For that purpose we 

created an application with which we need to 

maintain the stability of data gathering. 

BACKWARD ELIMINATION 

It is a nested operator with which we need to 

carry out the process of eliminating the 

unwanted featured in the dataset and the 

information related to P and SL values will be 

generated based on the features we consider. 

Based on that information, if the value of the P is 

greater than the SL value, then the information 

can be eliminated from the repository. Because 

they can give the lowest accuracy of the model 

which we are using 

MACHINE LEARNING 

Machine learning is the main background of this 

prediction process and the data we acquired 

from the medical application. This application 

details can be informed in the later sections and 

the information we gathered can be used for the 

machine learning models for better prediction of 

what is going to happen for the patient in future 

and what are the main constrains the patients 

have to follow if there are any problems with 

their health condition[13-15]. 

FULL STACK DEVELOPMENT 

A full stack medical application was designed and 

all the operations based on that applications are 

stored in the database. The application consists 

of the QR Code scanner which can be only 

accessed by the doctor and the receptionist in 

the hospital. The QR Code looks like as 

follows[16-17]. 

This QR Code contains the following information 

related to the patient and their treatment 

information: 

a. Name 

b. Gender 
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c. Age 

d. Weight 

e. Height 

f. Contact info 

g. Habits 

h. Food Type 

i. Previous Disease information 

j. Duration of the suffering 

k. Current symptoms 

l. Lab reports 

m. Scanning Reports 

n. Medication History 

o. Current Medication 

p. Current Review updates 

q. Current Scan reports (If Any) 

r. Current Lab Reports(If Any) 

s. Next Review Updates 

 

Figure 1.Medical card in digital format 

Figure 1 explains the structure of the medical 

card and the information related to the patients 

can be stored in the QR Code which we are 

generating on the card.  

LITERATURE REVIEW 

Literature review consists of the information 

related to different research identifications in the 

field of medical. NCBI is the main repository for 

the medical information identification. All the 

medical records and the information related to 

different researches in the medical domain can 

be identified in NCBI repository. Here we 

gathered information related to some of the 

research works over the globe. They are as 

follows: 

Jougen [1] and his team worked on the principle 

of identifying the comparison between different 

paper based and electronic health records of the 

patients. EHR also referred as Electronic Health 

Records is the base function of many other things 

like digital maintenance of the reports, files, care 

sheets etc. All the information which are on the 

paper can be converted to the digital records 

using EHR. EHR is a very powerful thought of 

mankind to maintain health records into digital 

format. Figure 2 represents the sample look of 

EHR applications[18-19].
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Healththit [2] referring some of

this on EHR models. Those are as

An electronic health record (EHR)

version of a patient’s paper chart.

time, patient-centered records

information available instantly 

authorized users. While an EHR does

medical and treatment histories

EHR system is built to go beyond 

data collected in a provider’s[19

can be inclusive of a broader view

care. EHRs can: 

• Contain a patient’s medical

diagnoses, medications, treatment

immunization dates, allergies,

images, and laboratory and test

• Allow access to evidence-based

providers can use to make decisions

patient’s care 

• Automate and streamline provider

Kathrin M. Cresswell [3] Deals with

EHR maintenance in the health

maintenance in this research work

the science direct. He was dealing

inpatient clinical records maintenance

different hospitals 
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Figure 2.EHR application scenario 

of the interesting 

as follows: 

(EHR) is a digital 

chart. EHRs are real-

records that make 

 and securely to 

does contain the 

histories of patients, an 

 standard clinical 

[19-21] office and 

view of a patient’s 

medical history, 

treatment plans, 

allergies, radiology 

test results 

based tools that 

decisions about a 

provider workflow 

ith the format of 

health records 

work mentioned in 

dealing with the 

maintenance of the 

These are the three things

different sources related to

the patient stored in different

applications.  

EXISTING SYSTEM 

There are many different 

designed on the health care

most effective thing in the medical

there will be a large amount

manipulated and the performance

machine learning models will

best features we include in our

systems of this kind of work 

eQR Code and data security

The QR Code will help the doctor

best way to treat the patient

information. The current 

mainly focusing on how the 

the repository and not even

process of maintaining those

performance of predictions.

Figure 3 and figure 4 explains

of EHR applications we have

and Machine Learning 
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things we gathered from 

to the information of 

different formats of the 

 systems which are 

care records. But the 

medical domain is that 

amount of data to be 

performance of the 

will be high with the 

our work. The existing 

 doesn’t consists of th 

security implementations. 

doctor to identify the 

patient based on the past 

 system of EHR are 

 data can be stored in 

even considering the 

those data for high 

predictions. 

explains the different forms 

have currently[22]. 
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Figure 3.Sample EHR application with data maintanance 

 

Figure 4.Sample existing EMR application system 

The problems with the existing system is we 

doesnot have any prediction model to implement 

and maintain the acquired data in an organizaed 

manner. In some cases the EHR are failed 

because of not having proper development of 

design and also because of not having a 

prediction architecture.[23,24,25] 

We overcome the procedure with the two basic 

machine learning methodologies in the proposed 

system. Those are Decision Trees and Random 

Forest. RF is the advanced version of DT. Thet are 

well explained in the proposed architecture. 

[26,27] 

PROPOSED SYSTEM 

In the proposed system we are maintaining a 

model with decision trees and the random forest 

methodologies. Using which we need to consider 

the which methodology will give the highest 

accuracy for the prediction model. Basically we 

need to understand the basics of the machine 

learning models used in this proposed 

architecture.[28,29] 
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DECISION TREES 

A decision tree is a decision support tool that 

uses a tree-like model of decisions and their 

possible consequences, including chance event 

outcomes, resource costs, and utility. It is one 

way to display an algorithm that only contains 

conditional control statements. 

Decision trees are commonly used in operations 

research, specifically in decision analysis, to help 

identify a strategy most likely to reach a goal, but 

are also a popular tool in machine learning. 

Figure 5 will explain the basic structure of 

decision trees in medical domain. This will give a 

basic idea only [30,31]. 

 

Figure 5.Decision Trees methodology 

In this scenario we will identify the all the 

possibilities for identifying the basic model for 

the methods. The model consists of the best 

features based on the priorities and the priorities 

will be identified by the backward elimination 

process.[32,33] 

RANDOM FOREST 

Random forests or random decision forests are 

an ensemble learning method for classification, 

regression and other tasks that operates by 

constructing a multitude of decision trees at 

training time and outputting the class that is the 

mode of the classes (classification) or mean 

prediction (regression) of the individual trees. 

Random decision forests correct for decision 

trees' habit of over fitting to their training set. 

Figure 6 will explain the structure of the random 

forest we are using[23]. 

Figure 7 will also state the importance of random 

forest algorithm as it is a combination of multiple 

decision trees. 
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Figure 6.Random Forest implementation 

 

Figure 7.Group of trees will form Random Forest

PROPOSED ARCHITECTURE 

The proposed architecture consists of the things 

which are the combination of the decision trees 

and random forest. Because in one part of the 

classification we are using DT and after the first 

classification we are implementing RF for the 

remaining things in the architecture. 

Figure 8 will explain the architecture of the 

proposed architecture. 
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Initially data will be generated

application and in the first phase

decision tree model and after

results we transfer the remaining

random forest for the better prediction

Here we get the highest accuracy

forest than DT. 
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Figure 8.Proposed Architecture 

generated with the EHR 

phase they are sent to 

after acquiring the 

remaining data to the 

prediction result. 

accuracy for the random 

The results of the prediction

follows: 

Figure 9 will represent the

random forest and decision

the result of the disease

gathered. 

and Machine Learning 
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prediction model are as 

the result between 

decision trees in identifying 

disease with the features 
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Figure 9.Results

forest

CONCLUSION 

The random forest methodology

highest accuracy with the decision

design and implementation using

decision trees. The decision tree

identify the features and predict

and the random forest is the 

 combination of more decision trees

get variable decision boundaries

forest. So based on our requirement

identified that pure random forest

accurate result of identifying the

information and decision trees will

RF in the accuracy. 
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