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ABSTRACT 

Data mining is completely based on mathematical rigors and algorithms in order 

to get the specific pattern and better classifications. Different algorithms are 

applied over datasets and having same parameters in order to get more accurate 

results. Our work primarily focuses on results obtained after applying different 

algorithms on datasets. This Chapter focuses on different algorithms and 

methodologies along with their implementations results. The work has been 

applied for getting better accuracy for the algorithms comparatively with respect 

to the results generated over the datasets with same or different parameters. 

This chapter aims at getting the specific pattern for getting better classifications 

with the application results of different algorithms. 

C4.5 ALGORITHM 

INTRODUCTION OF C4.5 ALGORITHM 

It is a decision tree generation algorithm which is 

introduced by Ross Quinlan. It is an extension of 

the ID3 algorithm. [1] We can perform 

classification on the dataset using the C4.5 

algorithm by generating the Decision Tree, and 

therefore, C4.5 is also called a statistical classifier. 

Algorithm 

Step 1: all the samples in the list belongs to some 

class. 

Step 2: some of the features of sample provide 

any information gain. 

a. Check for the base class (empty class). 

b. For each attribute, ‘A', find the normalized 

important gain ratio. 

Step 3: let ‘A’ and ‘B’ the attribute with the 

highest important gain value. 

Step 4: let’s create a decision node which splits 

‘A’ Best node. 

Step 5: reoccurrences on sub list obtained by 

splitting and add new nodes as children of the 

existing node. 

K-MEDOID ALGORITHM 

INTRODUCTION OF MEDOID ALGORITHM 

The basis of a k-medoid algorithm is to group to 

the objects into k cluster. The initial 

representative object is choosing randomly them. 

We have to calculate the distance of the other 

data point from that representative element. This 

algorithm performs k partition for n object.[3] 

The quality of resulting clustering is calculated for 

each such combination. 
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Algorithm 

Input: D dataset of n objects, k the no. of 

clusters. 

Output: A set of k clusters. 

Step 1: choose k object in D dataset randomly & 

initially. 

Step 2: repeat. 

Step 3: assign each remaining object to the 

cluster with a nearest representative object. 

Step 4: select arbitrary to non-representative 

object. 

Step 5: calculate the total cost and swap 

representative object with the non-

representative object.  

Step 6: if s<0 then swap object to object. 

Step 7: repeat step suntil no change in the 

dataset. 

PINCER SEARCH ALGORITHM 

INTRODUCTION OF PINCER SEARCH 

ALGORITHM 

It is used to get frequent item sets. In this 

method, the steps can be approached from top 

to bottom and bottom-to-top as well.[7] The 

subsets of frequent itemsets are also frequent.  

Algorithm 

Step 1: firstly, scan the dataset D for the 

transaction.  

Step 2: where the candidate sets can be- 

(L=0; K=1{}{i} (where I € item set)) 

Step 3: set MFCS = {1, 2,…… to n items}.    // 

MFCS(Maximum Frequent Candidate Set) 

Step 4: while (CK = 0) read dataset count support 

for CK. 

Step 5: removing frequent item set from MFCS 

and add them in MFS (Minimum Frequent Set). 

Step 6: Determine frequent set and infrequent 

set(SK). 

Step 7: useSK to generate new item set and 

update MFS. 

Step 8: K = K+1 return MFS;  

Step 9: algorithm terminated when MFS = MFCS. 

This Algorithm work on the basis of S input. 

MDCS is termed as total support of the items 

present in the database. After scanning MFCS, a 

new item set database is generated which is 

called MFS. Which holds all the frequent item 

sets. [2] 

A motive of the algorithm is to generate 

maximum frequent item set possible where the 

minimum support is user define. 

FP-GROWTH ALGORITHM 

INTRODUCTION OF FP-GROWTH 

ALGORITHM 

It is a powerful technique for searching the 

frequent pattern in the given database.[8] This 

algorithm proceeds in two steps:- 

Representative 

       Object 

Non-representative 

            Object 
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• In the first pass, it will perform the following 

operations:- 

Step 1:   

a) Scan the database and search the support for 

every item. 

b) Remove the infrequent dataset and sort in 

decreasing order. 

Step 2: 

a) Build a compact data structure for FP-

Tree(FP-Tree generation). Extract frequent 

item set directly from FP-Tree 

representation. 

Example:- 

TID Items 

1 ab 

2 bcd 

3 acdc 

4 ade 

5 abc 

6 abcd 

7 ab 

8 abb 

9 bcc 

10 ac 

 

• Best Case: All transaction have same no. of 

items. 

• Worst Case: All transaction has a unique set 

of item.  

BORDER ALGORITHM 

INTRODUCTION OF BORDER ALGORITHM 

This Algorithm proposed a method for searching 

frequent item set as in case of an A-prior 

algorithm, but there is a difference in the 

approach of this algorithm. [2] 

The bigger dataset D is not frequent whereas the 

subset of the bigger database is frequent item 

set.[5] It uses the border method to set a 

threshold value which is no frequent.  

Algorithm 

Suppose item set will be generated as: 

D – {a, b, c, d}. 

b the bigger database and D – (a, b) is a subset of 

D.  

 Now using border algorithm we have to set a 

threshold value or minimum support value, which 

is called a border. In the context of D database, is 

supposed to be frequent but it is not necessary 

that the D is also frequent. This is not efficient as 

Apriori algorithm because it is not applicable to 

every dataset. Its limitation is greater than all the 

other applied algorithms for finding the frequent 

item set. [1] This algorithm usually applied for 

smaller datasets. 

Si=4{Threshold} 

root node = null 
null 

b a 

d c e 

Sa = 8 Sb = 7 

Sc = 5 Sd = 5 Se = 4 
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BOAT ALGORITHM 

INTRODUCTION OF BOAT ALGORITHM 

This is the first algorithm of a decision tree that 

produces various levels of the tree in a single 

scan. This is fastest than best existing algorithms 

because all other algorithms have need to be max 

more than one scan to a dataset.[11] It is used for 

construct the same decision tree but the 

complexity is very much less as compared to 

other algorithms. 

Boat algorithm improved the functionality of 

existing algorithm. It is the first algorithm for 

maintenance of decision tree incrementally when 

the training dataset changing dynamically.[10] 

Algorithm 

Step 1: read the given sample of bigger dataset D. 

Step 2: learn the m nodes of given dataset. 

Step 3: keep any subset of node m exactly the 

same. 

Step 4: verify the subset and scanning is 

performed.  

Step 5: if failed repeat the process. 

Example: 

age between 61, 65 

f age >= 61 than 

female; 

if age <= 65 than 

male; 

 

 

 

 

 

APRIORI ALGORITHM 

INTRODUCTION OF APRIORI ALGORITHM 

This algorithm is introduced by R. Agarwal and R. 

Shreekant in 1994 for frequent itemsets for 

association rules. [3] This algorithm is based on 

the fact that algorithm uses prior knowledge of 

the frequent item set. 

This algorithm engages an attractive approach. In 

this algorithm, nitemsets are used to explore n+1 

item sets. [15] 

Algorithm 

Input: dataset D for a transaction.  

Output: frequent item set in D. 

Process 

Ln = find frequent items(D). 

for(n=3;Ln-1 ≠ 0;n++) 

for each transaction scan(D) 

ct= subset of C//end 

for each candidate c € C 

c.count++; 

Ln= count >= min_supoort; 

return L = Ln;//end 

for each set 

X1 

 

female male 

If X1>= 61 If X1<= 65 
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join P1 |><| P2 |><| P3 |><|……..Pn items 

if(L1 = L2)(L2 ≠ L3)……n items 

prune(delete); 

(min_supoort) (prune stop) 

return; 

end. 

Note: Pruning is discarded less gain ration. 

Example: 

We will select process menu into menu bar and 

will choose open file tab then we will select a CSV 

file into given list like asweather.nominal.arff and 

will click on open button. So the implementation 

of our dataset are shown like this: [13] 

 

 

We will select associate menu into the menu bar 

and then we will click on choose button and 

extend association base folder, and will select 

Apriori algorithm into given list and will click on 

close button. Finally, we will click on start button 

for implementation. 
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This is an “arff (Attribute-Relation File Format)” file of our dataset. The algorithm only applies to this file.  
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This result shows that there is 5 attribute to find 

out weather report such as outlook, temperature, 

humidity, windy, play and we have also 

respective values to them. It will calculate 

minimum support. It finds out best rules for 

dataset by applying the appropriate algorithm. 

The Number of cycle defines that how many 

times the same rule has repeated. 

ID3 ALGORITHM 

INTRODUCTION OF ID3 ALGORITHM 

Advanced version is a C4.5 algorithm. In decision 

tree learning algorithm, the decision tree is 

generated from a dataset.[12] This is used in 

machine learning and neural language 

processing. It begins with original set ‘S’ as a root 

node. 

It iterates through each set of attributes used in 

datasets and entropy is calculated. Select that 

type of attribute who having lowest entropy.[14] 

Now, ‘S' is split by selecting attributes. This will 

produce the bigger dataset of the database. This 

algorithm repeats itself. 

Considering the attributes, where repetition can 

stop: 

• When there is no example in the subset. 

• When there are no attributes to select. 

• If every element belongs to the same class. 

This algorithm does not ensure an optional 

solution. It follows greedy approach for selecting 

the issued attribute. 

Formula:     H(J) = ∑ P(x) log2 P(x)        [where H(j) 

= 0] 

                                              n€x 

where, 

n = set of classes. 

P(x) = the proportion of number of element in 

class x. 

Example: 

We will select process menu into menu bar and 

will choose open file tab then we will select a CSV 

file into given list like as contact-lenses.arff and 

will click on open button. So the implementation 

of our dataset are shown like this: [6] 

We will select classify menu into the menu bar 

and then we will click on choose button and 

extend trees base folder, and will select ID3 

algorithm into given list and will click on close 

button. Finally, we will click on start button for 

implementation. 
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This is a decision tree algorithm. So it also produces the virtualized tree shown below: 
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This result shows that there is 5 attribute to find 

out contact-lenses report such as age, spectacle-

prescription, astigmatism, tear-prod-rate, 

contact-lenses and we have also respective 

values to them. It has tree size is 7 it means 

nodes are 7 and number of leaves are 4 it means 

branches are 4. It describes accuracy in detailed 

by the class. 

CONCLUSION 

This chapter has concluded with comparative 

results of primary algorithms of data mining and 

working efficiencies of different algorithms of 

data mining and their results.Right from FP tree 

to Apriori algorithms has been applied over same 

datasets which resulted in better classifications 

figure and better pattern analysis.Our work 

primarily goals at getting better efficiency results 

for different algorithms with respects to their 

results and finally comparative results have been 

generated using Weka tool.The future scope can 

be using the same approach for different dynamic 

datasets for getting much better classifications 

and get solves huge data in more efficient 

manner. 
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