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Abstract 

Deep learning, a machine learning methodology established on artificial 
neural networks (ANN), in recent years has emerged as an influential tool 
for machine learning, with the potential to transform the future of AI. Deep 
learning technologies have advanced to the point that new paradigms for 
obtaining end-to-end learning models from complicated data have 
emerged. While artificial intelligence (AI) is the greatest recognized of the 
technological terminology, AI is the subset of deep learning in healthcare 
that has disruptive potential and adds a new layer to medical technology 
solutions.According to the research, we believe that deep learning 
technologies might be the key to transforming large amounts of biological 
data into better human health. The use of deep learning (DL) in medical 
diagnostics has the potential to revolutionize the field. The diagnostic 
accuracy of DL, on the other hand, is debatable. Our goal was to see how 
accurate DL algorithms were in detecting pathology in medical images. 
Medical imaging technologies, medical data analysis, medical diagnostics, 
and healthcare all stand to benefit greatly from these advancements. Based 
on COVID-19, we examine deep learning models, methodologies, and 
outcomes. 

Keywords: DL in Healthcare, Algorithms, Applications of DL, ANN, 
ML, DL, and CNN, Use cases of DL, Applications and Research, 
Automatic detection of COVID-19. 

Introduction 

Deep Learning 

Deep learning allows the healthcare industry to analyze data at lightning speeds while retaining 
high accuracy. It's neither machine learning nor artificial intelligence; rather, it's a sophisticated 
hybrid of the two that sifts through data at breakneck speed thanks to a layered mathematical 
design [1]. The advantages of deep learning in healthcare are numerous-quick, capable, and 
precise, to name a few-but they don't end there. More advantages may be found in the neural 
networks created through numerous layers of artificial intelligence and machine learning, as well 
as their capacity to learn [2]. 
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Deep learning employs mathematical models that are modeled after the human brain. The various 
layers of network and technology provide extraordinary computational power and the capacity to 
filter through massive amounts of data that might otherwise have been lost, forgotten, or 
overlooked. Deep learning [3] networks can tackle complicated issues and extract threads of 
insight from massive amounts of data in the healthcare industry. It's a collection of capabilities 
that hasn't gone ignored by the medical community [4]. 

According to IDC, the cognitive and AI systems for the global market would reach US77.6 
billion through 2022. In 2023 IDC anticipated will reach $US97.9 billion, through a (CAGR) 
compound annual growth rate of 28.4 percent,by the end of 2019. Because of the technology's 
ubiquity and potential, it has to alter various sectors, not just healthcare, the market has been 
steadily growing [5]. 

Deep learning in healthcare, on the other hand, remains an area brimming with potential and 
extraordinary innovation. Organizations have used the algorithm's strength, as well as the 
capabilities of artificial intelligence and machine learning, to producethat areresolutions well 
suited to the healthcare industry's stringent requirements [6] [7]. 

 Machine learning is a division of deep learning. An artificial neural network (ANN) [8] is 
made up of algorithms that are replications or inspirations of the human brain, meant to 
mimic the organization and function of the human mind. 

 It's an artificial intelligence (AI)role that mimics the human brain's ability to analyze data and 
create patterns that may be used to make decisions [9]. It can learn unsupervised from any set 
of random data that is given to it. 

 With experience and a larger data set, this self-adaptive algorithm improves and expands its 
methodologies, resulting in better outcomes with more extensive analysis and pattern 
generation. 

 The neuronal development of the human brain is similar to this deep learning framework 
[10]. Artificial neural networks are made up of neural nodes that are linked in a web-like 
pattern. It takes a non-linear approach to a specific collection of data, as opposed to other 
typical programs that use a linear approach to datasets. 

 It is a collection of algorithms that seeks to find a relationship in a dataset [11] using 
approaches that mimic the processing systems of the human brain. 
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Figure 1.Deep Learning Healthcare Systems 

A History of Deep Learning in Healthcare  

Deep learning has now made an impact on the healthcare field. Google has invested a lot of 
effort in looking at how to be used deep learning models to generate predictions about 
hospitalized patients, assisting physicians through patient outcomes and information 
management. 

The blog article, titled “For (EHR) Electronic Health Records in Deep Learning," went on to 
explain how maybe utilized deep learning to minimize administrative burden while improving 
perceptions into patient care and needs. The finest use of deep learning in healthcare since it 
reduces administrative overhead though allowing medical practitioners to concentrate on their 
strengths [12-14]. 

 Deep Learning For Electronic Healthcare Records (EHR) 
 
1. Scalable: Predictions for every key outcome and multiple healthcare systems should be 

simple to produce. This criterion is difficult to meet since healthcare data is complex and 
involves a lot of data wrangling [15]. 

2. Accurate: Predictions should alert physicians to concerns rather than causing them to get 
distracted by false alarms. We set out to leverage electronic health records data to construct 
more accurate prediction models as the usage of electronic health records grew [16]. Using 
de-identified electronic health information, we employed to produce a deep learning model 
with a broad range of estimates significant to hospitalized patients. We were also able to 
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utilize the data without having to go through the time-consuming process of extracting, 
cleansing, harmonizing, and transforming relevant variables in those records [17].  

3. Scalability: (EHRs)Electronic health records areparticularly difficult to work with. Even 
taking your temperature through your eardrum, on your forehead, or has under the tongue, 
various meanings. That is only a basic vital indication. Furthermore, each health institution 
customizes its EHR [18]structure, data making obtained at one hospital seems different than 
data gathered at another hospital for the same patient getting similar care.  

Algorithms and AI: Deep Learning Medical Imaging 

Neural networks, DL, and AI are buzzwords in the healthcare business that are redefining 
medical proficiency and patient care [19]. 

Deep neural networks are made up of numerous allow that layers machines to sift complete large 
amounts of information to solve complicated issues and find answers. It's the graceful 
progression of artificial intelligence capabilities and machine learning possibleby mathematical 
models constructed in the same way as the human brain. IDC [20] based on it is expected 2022 
will reach $US97.9 billion spend onthe global cognitive and artificial intelligence systems, 
indicating considerable increase and penetration. 

The medical business, notably in the field of medical imaging, is expected to have the most 
significant development in deep learning during the next four years. Deep learning for medical 
imaging is rapidly growing, and its capacity to read and analyze large amounts of data is being 
leveraged in the radiology profession [21]. 

Deep learning medical imaging 

“A diagnostic radiologist's basic cognitive activities include medical image analysis and 
interpretation. Despite technological breakthroughs in computer vision, these are the most 
effective tasks of computer automation has been challenging in the past...” 

Deep learning has made significant progress in radiology solutions, giving the capabilities 
needed to simplify and speed extensive data processing and enhance diagnosis. It can be taught 
and trained. It can also help physicians so well that it may be able to cut down on reporting 
delays and indicate instances that are either urgent or important. It is, nevertheless, a tool. It will 
not be able to replace radiologists [22] as a profession; rather, it will be able to enhance their 
function and the way of improving their operation. Deep learning can only medical imaging help 
from a lot of association and innovation through the production. To learn and enhance its 
reliability, it needs ongoing modification, adaptation, and agility [23]. 

Algorithms and Medical Imaging 

The method that specifies the job and the data is hidden behind the intricacy of the AI, neural 
network, and that computer drives DL. These deep learning algorithms have been utilized to 
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improve findings in a variety of medical imaging fields, including breast cancer and brain 
tumors, interstitial lung disease, intracranial hemorrhages, and anomalies in the head and neck 
[24]. Deep learning is based on algorithms that are expert to detect certain symbols as indicated 
through application or design. 

The radiology industry has previously deployed solutions like ours to improve efficiency and 
ensure that anomalies are quickly discovered and prioritized. An increasingly will become Deep 
learning effective application for streamlining radiology operations [25] and enhancing patient 
care as we go beyond the early AI hype curve in healthcare. 

Deep learning and the development that surrounds technologies and explains it provide 
radiologists with a chance to influence the future of radiography by changing the landscape and 
transforming its efficacy [26]. The next stage is to interact with deep learning medical imaging 
technology so that the medical professional's potential and capacity may be further refined. 

ANN, ML, DL, and CNN 

An ANN is made up of nodes that range in size from hundreds to millions and are organized into 
layers (depth). DL employs a multi-layer ANN and is often viewed as a more advanced version 
of ML capable of doing more comprehensive analysis, incorporating additionalinformation, and 
representingan abstractionof higher levels. Every node data getsfrom other nodes, and those 
nodes' outputs are weighted. By modifying the weightings based on the error on each node 
computed on every forward broadcast [27], the ANN tries to maximize accurate responses when 
compared to a reference (grounded truth). The mathematical answer improves with each 
repetition, resulting in a more precise solution. 

 
Figure 2.This supervised ANN was trained and validated utilizing extracted radionics 

characteristics as inputs and a grounded truth 
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Following validation, forward propagation might be utilized to form conclusions about inputs 
that aren't anchored in reality. 

With a huge data collection, the training phase produces the greatest results. The incremental 
increase in outcomes grows smaller with each cycle. To validate conclusions, a second, typically 
smaller data set can be employed, and this constitutes much of the published work at this 
moment. Big data in medical imaging is critical for supplying vast, trustworthy training data for 
machine learning and deep learning to learn fromalgorithms [28]. The number of layers or depth 
in a is referred to ANN as DL, and it is commonly used through CNNs to recognize and features 
extract directly after pictures. 

Use Cases of Deep Learning in Healthcare in 2021 

Deep learning models' computing power has enabled rapid, accurate, and efficient healthcare 
operations. Deep learning networks are revolutionizing patient care, and they play a critical role 
in clinical practice for health systems. Deep learning approaches in healthcare containnatural 
language processing, reinforcement learning, and computer vision. 

Benefits of DL in healthcare 

 Deep learning is a sort of ML that addresses issues that machine learning alone could not 
handle. Neural networks are used in deep learning to boost computing work and produce 
accurate results. NLP [29], speech recognition and facial recognition are just a few of the 
amazing uses of deep learning. When you post a photo with a buddy to Facebook, for 
example, Facebook automatically tags your buddy and proposes his name. Face recognition 
on Facebook is done using deep learning algorithms. Deep learning algorithms comprehend 
human speech and transform it into text. Deep learning, in conjunction with IoT, might result 
in massive amounts of ground-breaking in the future [30]. 

 Deep learning algorithms can reduce healthcare costs by generating accurate automated 
diagnosis suggestions. 

 Avoid delays in reporting essential and urgent situations. 
 Free up time for healthcare professionals to focus on more sophisticated diagnoses or patient 

care by reducing their administrative workload. 
 Auditing prescriptions and diagnostic results to reduce diagnostic mistakes. 
 More rapid diagnostics 

Deep Learning use cases in healthcare 

 Medical imaging 

For image segmentation, illness identification, and prediction, Magnetic Resonance (MR) and 
Computed Tomography (CT) [31] techniques employ image recognition and object detection. 
Deep learning algorithms can effectively analyze imaging data by combining characteristics such 
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as tissue size, volume, and form. Important sections in photos can be highlighted using these 
models. Deep learning algorithms are utilized to diagnose diabetic retinopathy, Alzheimer's 
disease early detection, and breast nodule identification via ultrasound. Most pathology and 
radiology photos will be studied in the future thanks to new advancements in deep learning [32]. 

Deep learning algorithms make complicated data processing easier, allowing irregularities to be 
identified and prioritized with greater precision. Convolutional neural networks (CNNs) deliver 
insights that assist medical practitioners to detect health concerns in their patients more quickly 
and correctly. According to a 2018 research, CNNs correctly recognized melanoma disease in 
dermatological photographs with more than 10% accuracy than specialists. 

 Patient Care 

Data analytics in healthcare 

Deep learning models can assess structured and unstructured data in electronic health records 
(EHRs), such as clinical notes, laboratory test results, diagnoses, and prescriptions, at high 
speeds and with high accuracy. 

Smartphones and wearable gadgets also give vital lifestyle information. They can transform data 
by monitoring medical risk factors utilizing mobile apps for deep learning models. Current 
Health's AI wearable device was one of the first AI medical monitoring wearables to be certified 
for use at home by the Food and Drug Administration (FDA) in 2019 [33]. Patients' pulse, 
respiration, oxygen saturation, temperature, and movement may all be measured using this 
equipment. 

Mental health chatbots 

Happify, Moodkit, Woebot, and Wysa are among the AI-based mental health applications 
(including chatbots) that are becoming more popular. For more realistic dialogues with patients, 
some of these chatbots can use deep learning models. 

Personalized medical treatments 

By assessing a patient's medical history, symptoms, and tests, deep learning systems enable 
healthcare companies to provide individualized patient care. Natural language processing(NLP) 
extractsvaluabledata from free-text medical data for the most common medical treatments [34]. 

Prescription audit 

Deep learning algorithms can compare prescriptions to patient health information to spot and fix 
potential diagnostic or prescription mistakes. 
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Responding to patient queries 

Chatbots based on deep learning assist healthcare professionals or patients in identifying trends 
in patient symptoms. 

Health Insurance 

Underwriting 

Deep learning models use advanced predictive analytics to assist insurance businesses in making 
offers to their consumers. 

Fraud detection 

Deep learning systems also detect medical insurance fraud claims by examining fraudulent 
behavior and health data from a variety of sources, including claims history, hospital-related 
data, and patient characteristics. 

Deep Learning in Healthcare Applications and Research 

For a long time, AI, ML, and DL have gotten a lot of press. Retail, banking, travel, 
manufacturing, healthcare, and other industries are all being transformed by this technology. The 
healthcare business is one of the industries that use these technologies the most. Because health 
is so important, medical professionals are always looking for innovative methods to incorporate 
new technology and provide meaningful outcomes. In healthcare, deep learning has game-
changing applications. Collects a large amount of data in Deep learning, such as patient records, 
insurance information, and medical reports, and uses neural networks to get the best results [35]. 

Deep learning models are being used by researchers to improve clinical practice in mental health. 
For example, deep neural networks are being used in academic studies to better understand the 
impacts of mental illness and other illnesses on the brain. According to the researchers, trained 
deep learning models can outperform regular machine learning models in several domains. Deep 
learning systems, for example, may learn to identify significant brain biomarkers [36]. 

 
Figure 3.DL Applications 
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1. Drug discovery: With recent technical advancements, deep learning models have become 
more important in drug discovery and interaction prediction. Deep learning algorithms can 
quickly analyze genetic, clinical, and demographic data to find feasible medication 
combinations. Deep learning toolkits are used by researchers in the pharmaceutical business 
to focus on patterns in massive data sets [37]. 

2. Medical imaging: Heart disease, cancer, and brain tumors are diagnosed using medical 
imaging procedures such as CT scans, MRI scans, and ECG. As a result, deep learning 
assists doctors in better analyzing diseases and providing the best therapy to patients. 

3. Insurance fraud: Medical insurance fraud claims are analyzed by Deep learning. It can 
forecast that fraud claims are possible to occur in the future using predictive analytics. DL 
has also aided the insurance business in offers and sending discounts to its target patients. 

4. Alzheimer's disease: Alzheimer’s disease is one of the major difficulties facing the medical 
sector. Alzheimer's disease is detected early using a deep learning algorithm [38]. 

5. Genomics analysis: Deep learning models improve the interpretability of biological data and 
give a better knowledge of it. Deep learning models' complex data analysis skills aid 
scientists in their research into genetic variation interpretation and genome-based medicinal 
development. CNN's are widely used and allow scientists to extract properties from DNA 
sequence windows of a defined size. 
 

How has COVID-19 changed deep learning applications? 

With the worldwide epidemic, the use of deep learning models has become more important. 
Deep learning applications have been studied by researchers for the following purposes: 

 COVID-19 Early detection 
 Chest X-ray Chest CT image analysis 
 Predicting intensive care unit admission  
 Assisting in the identification of probable COVID-19 high-risk patients  
 Estimating the requirement for mechanical ventilation 

Model creation 

The data from the Kaggle source was cleaned if necessary. To get solid results from a deep 
learning approach, you'll need a significant amount of data. However, it is likely that every 
situation, particularly medical-related ones, lacks sufficient data. Medical-related data collecting 
can be costly and time-consuming at times. Augmentation can be used to tackle these types of 
problems [39]. Over-fitting may be avoided through augmentation, and the suggested model's 
accuracy can be improved. 

In addition, to avoid over-fitting, augmentation is used in this gathered dataset. Rotation, 
zooming, and sharing of photographs were among the enhancements. To generalize the model 
and reduce over-fitting, the data was shuffled. The suggested model was then trained using the 
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prepared dataset. Three distinct models were applied for better analysis, and their performance 
was compared to compute the accuracy. The model suggested for chest x-ray image exploration 
is shown in Figure. 

 
Figure 4.Chest X-ray model for dataset evaluation 

COVID-19 detects and COVID-19 from chest radiographs using deep learning 

The rapid spread of new coronavirus illness (COVID-19) has placed an unparalleled strain on 
healthcare structures all across the world. It's a highly contagious sickness initiated by the SARS 
n-CoV2 virus. The virus first appeared in December 2019 and has since spread to over 200 
nations around the world. The WHO has designated it a disease. Because of significant 
respiratory failure and alveolar injury, the condition has a 2% fatality rate. 

The investigation of COVID automatic identification became feasible complete the use of 
radiographs, which shows bacterial pneumonia patients, other COVID positive patients, and 
healthy patients, using publiclyaccessibledatasetsof chest radiographs (X-ray pictures) of 
COVID-19 patients and healthy cases. 

Eight chest radiographs are the most widely used imaging modality for diagnosis, and 
radiographic imaging is employed in practically all healthcare institutions, including in distant 
(underdeveloped) places.It may also be usedCT imaging to detect COVID-19, but because of the 
lack of small healthcare and CTscanner institutions and the time-intense nature of the procedure, 
it is not feasible to discover and test COVID patients promptly. Furthermore, real-time chest 
radiography imaging can aid in the research of disease development, allowing for improved 
screening of individuals at various stages of illness. The COVID-19 positive radiographs, healthy 
patients, and bacterial pneumonia are shown in Fig 5. 
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Figure 5.COVID positive patient chest radiographs, bacterial healthy case, and pneumonia 

In light of the fore mentioned benefits, based on deep learning model was created that can be 
utilized toCOVID-19 automate identification and screening with excellent sensitivity and 
precision. Only those individuals who test positive with this model may be referred for viral 
nucleic testing, potentially reducing the number of RT-PCR testing necessary [40]. 

Have been Deep learning modelsquite effective in detecting and classifying objects in recent 
years. These models have begun to show promise in classification and medical image analysis, 
and they are assisting doctors, particularly radiologists, in detecting patterns in medical images. 
Deep learning techniques that used computer-aided diagnosis (CAD) structures assist specialists 
in making medical choices. 

Automatic feature recognition in pictures is aided by deep learning designs, particularly (CNNs) 
convolutional neural networks. At each layer of the CNN model, the repeating method 
learnsdiscriminativeand rich properties of linear and non-linear changes. The network begins 
with simpler characteristics and progresses to more complex and discriminative characteristics as 
it progresses further into the network. 

The goal of this work was to use cutting-edge deep learning algorithms for automated 
identification of COVID-19 on chest radiographs to aid in COVID-19 patient screening and 
testing. 

Method and materials 

 Transfer learning 

Transfer learning is an approach for taking what we've learned when addressing challenges and 
applying it to other, but related challenges. The CNN To train from scratch, the dataset used in 
the new challenge is usually tiny. Transfer learning starts with a dataset that is large-scale like 
ImageNet to train the deep neural network for a precise purpose.It is commonly assumed that the 
dataset must includeinstancesper class to at least 5000 to 6000 extract relevant features from the 
network, i.e., availability of the data is the most critical component for initial training effectively 
extracting meaningful features. The CNN is designed to analyze fresh data and extract features 
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from it created on information gathered from the original training when the initial training is 
completed successfully. 

There are two approaches to transfer learning in deep neural networks. The first technique uses 
transfer learning to extract features from the original CNN model, which is then used to train the 
top of a new classifier on it. The pre-trained model preserves its architecture modelas well as its 
learned factors in this procedure. The learned characteristics modelfromthis fed into the newly 
learned for theclassifier job at hand.To improve outcomes, the second strategy includes 
modifying pre-trained models' networks. Depending on the task at hand, these models are in 
several blocks usually changed with new fine-tuned ones. 

 Model 

In this study to train the second technique is used the VGG-16 network for the identification of 
COVID 19. Classification job for the VGG-16 model was pre-trained employed. The CNN with 
13 convolutional layers and VGG-16 is 16 layers and connected to three layers. There are five 
layers of max-pooling in it. The network of the last dense layer is two classes adjusted(COVID 
and non-COVID) and three classes. 

(COVID, non-COVID pneumonia, and normal) in two experimental settings and output settings. 
At the first dense layer, it receives an input picture of the extent and creates a feature vector of 1 
1 4096 and 224 244 3 pictures.We employ ReLU activation in the FC head, and a dropout of 0.5 
is employed during training to minimize overfitting. The layer cutoff in our tests is 13, resulting 
in 13 untrainable layers, whereas the FC head, which has three FC layers, is trained using the 
COVID dataset. 

 
Figure 6.Automatic COVID-19 detection for the schematic model 

 Dataset used 

The following datasets were used: 

1. Open-source database used of COVID and non-COVID patients’ chest X-rays.  
2. Kaggle chest X-ray competition from the database.  
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3. A data augmentation methodology provides extra samples through rotating at five various 
angles, translating, and flipping (up/down, right/left) a dataset of 1428 radiographs. 

Deep Learning Outcomes 

The dataset is divided into test sets and training at random, 70%through of each class the 
training set going into and 30% going into the test set. Specific metrics are recorded about the 
classification: 

 True-positive (TP) refers to COVID-19 instances that have been appropriately categorized. 
 False-positive (FP): healthy refers to instances that have been mistakenly identified as 

COVID-19. 
 True-negative (TN) those cases are that have been appropriately categorized and are healthy. 
 False-negative (FN): COVID-19 refers to patients that were wrongly classed as healthy. 

The study's major purpose is to detect and identify COVID-19 patients, which are divided into 
three categories. TP denotes COVID-19 patients that have been accurately categorized, whereas 
TN denotes COVID-19 patients that are categorized as non-COVID pneumonia or healthy. FP 
denotes instances that are categorized as COVID-19 but are non-COVID pneumonia or normal, 
whereas FN denotes instances that are categorized to emphasize the (ROI) areas of interest model 
that the utilized to create estimates, we employ (Grad-CAM) gradient class activation maps. The 
highly concentrated zones of COVID-19 positive cases interest for class inside chest radiographs 
are highlighted in Fig.7Grad-CAM images using several patients. 

 
Figure 7.COVID-positive patients images of Grad-CAM  

(Right: original x-ray, Middle: guided grad-cam, Left: heat map) 
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Figure 8.Non-COVID patients' grad-cam photos  

(A: Healthy X-ray, B: Bacterial pneumonia, C: SARS, D: Streptococcus) 

In the two-class output scenario, accuracy is 96 percent, while in the three-class output scenario, 
accuracy is 92.53 percent. In both cases, the network was trained across with a batch size of 64, 
there are 25 epochs. The ReLU activation function is used by all levels in the network. 
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Figure 9.The plot represents the accuracy/training loss vs. epochs 

Table 1 indicates that in the 2 and 3 output class scenarios, we achieved a sensitivity of 92.64 
percent (true positive rate) and 86.7 percent, respectively, and specificity of 97.27 percent (true 
negative rate) and 95.1 percent. 

Table 1.Result metrics obtained 
Network Accuracy Specificity Sensitivity 
VGG-16 (2 class output) 96% 97.27% 92.64% 
VGG-16 (3 class output) 92.53% 95.1% 86.7% 
 
On the test data, the confusion matrices for two configurations of our model. There are 7.55 
percent false-positives and 4.1 percent false-negatives in two-class situations. In this example, 
the result was 96.0 percent affirmative. 14.38 percent of the three-class instances are false 
positives, whereas 7.76 percent are erroneous negatives. In this example, the accuracy was 92.53 
percent. 

 

Figure 10.Case of COVID detection2 class case and 3 class case of the confusion matrix 
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Conclusion 

Machine learning, deep learning, and artificial intelligence have entered medical imaging with 
minimal actual disruption. CNN and ANN of the emergence of the medical imaging landscape 
have the potential and enhance to the overall ecosystem bringing with its sustainability and 
diversity. Principals and applications of understanding the AI, DL, and ML in medical imaging 
will facilitate expedite and assimilation advantage to practice. To avoid falling prey to hype or 
frenzy, it's nevertheless a good idea to assess evidence of abilitycarefully. Advanced technology 
paired with the capacity to overcome ethical and regulatory obstacles in a patient-centered design 
approach is required for successful AI deployment in medical imaging. The deep learning model 
is used to detect using COVID-19 chest radiographs automatically. The study shows the 
effectiveness and robustness of the COVID patient's method of non-contact testing, which can 
help incost-effective and earlyscreening and detection of COVID cases. It is required to check a 
collaboration of medical professionals if extracts the model sufficient biomarkers for the positive 
cases of COVID-19. The images chest radiographs of Grad CAM are presented, the regions of 
interest for verified COVID-19 positive patients, bacterial pneumonia, and healthy cases are 
shown.  
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